Road Image Update using In-vehicle Camera Images and Aerial Image
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Abstract—Road image is becoming important for several applications such as car navigation systems, traffic environment research, city modeling. Usually, a road image can be obtained from an aerial image but the resolution of the aerial image is often low, or it contains occlusions by obstacles. Therefore, the update of road image is required. In this paper, we propose a road image mosaicing method using in-vehicle camera images and an aerial image. We first perform image registration of road regions between these images, and then, we generate a large road image by performing image mosaicing of road regions in in-vehicle camera images. In an experiment, we achieved resolution improvement and occlusions removal, and also succeeded in update of a large road image.

I. INTRODUCTION

Road is an important infrastructure of ITS (Intelligent Transportation Systems). Road contains a lot of information for driving (e.g. driving lane and road marking). Therefore, road image is becoming important for several applications such as car navigation systems, traffic environment research, city modeling.

As the one of applications, a road image is used for the ego-localization in previous works [1] [2]. Ego-localization of these methods was performed by matching between road regions in an aerial image (Fig. 1) and in an in-vehicle camera image (Fig. 2). In these methods, however, the road image was obtained from an aerial image, but the aerial image is often in low resolution (Fig. 3(a)), or the road markings are occluded by obstacles (Fig. 3(c)). In such cases, the accuracy of ego-localization degrades. Therefore, it is required to make the road map which quality is high, such as the resolution is high, the occlusion is not included and the accuracy is within 1.0 meter. Also, since the road image is changed over time, the update is required. It is difficult that the aerial image is taken many times because the cost is high. Therefore, we try to update the aerial image using an in-vehicle camera image sequence.

In the paper, we propose the update method of road image. The proposed method achieves followings by updating.

1) Resolution improvement: from Fig. 3(a) to Fig. 3(b)
2) Occlusion removal: from Fig. 3(c) to Fig. 3(d)

In order to achieve the aim, we perform image mosaicing using in-vehicle camera images and an aerial image. The frontal road region in the in-vehicle camera image is high resolution and does not contain occlusions. We propose the road image mosaicing method by performing the image registration between the in-vehicle camera image and the aerial image.

The rest of this paper is organized as follows: We introduce the related works in Section II, and details of the proposed method are explained in Section III. Then Section IV reports experimental results and discussion of them. Finally the paper is concluded in Section V.

II. RELATED WORKS

A large image generation method from a partial image sequence is known as image mosaicing or video mosaicing. Several methods have been proposed for the image mosaicing using camera mounted in a mobile object, such as UGV (Unmanned Ground Vehicle) [3] or UAV (Unmanned Aerial Vehicle) [4] [5] [6]. The methods [3] used only in-vehicle camera. Therefore, image mosaicing in a wide region is
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Fig. 3. Our aims are resolution improvement (from (a) to (b)), and occlusion removal (from (c) to (d)).

difficult due to an accumulative error by a vehicle motion. Though it is thought that the vehicle mounted with advanced measurement system is used, the cost is very high. There, we make the road image cheaply without the accumulative error by using an aerial image as a reference for image mosaicing in this paper.

Recently, the aerial image is relatively easily available because it is provided by several web services. The aerial image has high accuracy. Therefore, by using such aerial image as the reference image, the image mosaicing can be performed consistently. The related works [4] [5] [6] performed the image mosaicing of a large image by matching between an aerial image sequence taken from UAV and a satellite image. However, since we have to match between an in-vehicle camera image sequence and a aerial image, there are problems that the image mosaicing is more difficult because we can use road surface only and the vehicle motion is very large. Therefore, we proposed the appropriate image mosaicing method for road image, and solve these problems.

III. PROPOSED METHOD

A. Strategy

The proposed method sequentially computes correspondences between road regions in an in-vehicle camera image and an aerial image by image registration [7]. In this research, it is assumed that the aerial image is in low resolution, or it contains occlusions, and the texture of the road region is poor. Therefore, we apply image registration which can consistently match images using entire image.

In order to generate the road image accurately, the proposed method takes the following three strategies.

1) Enhancement of road markings to improve the accuracy of the image registration.
2) Keyframe selection for avoiding unexpected image mosaicing caused by vehicle motion
3) Stable initial parameter estimation for image registration by using the result of the previous frame.

B. Processing Flow

The processing flow of the proposed method is shown in Fig. 4. An input is an in-vehicle camera image sequence $I_t (t = 0, \ldots, n)$ and an aerial image $J$ taken in the same place, and an output is a mosaicing image.

First, the proposed method selects keyframes, that can be registered appropriately, from an in-vehicle camera image sequence. Then, initial parameters of image registration are estimated at each keyframe, and the transformation parameter is also estimated by matching the in-vehicle camera image and the aerial image. Finally, a large road image is generated using the in-vehicle camera image sequence.

C. Image Registration between an In-vehicle Camera Image and an Aerial Image

The proposed method performs image registration between an in-vehicle camera image $I_t$ and an aerial image $J$, as shown
in Fig. 5. This image registration is performed by minimizing the following objective function
\[
\epsilon(H_t) = \sum_{x \in \mathcal{R}(I_t)} w(I_t(x))(I_t(x) - J(H_tx))^2, \quad (1)
\]
where \(\mathcal{R}(I_t)\) shows the road region in \(I_t\), and details of it is shown in Section III-D. It is assumed that a homography matrix \(H_t\) gives the correspondence between road regions in \(I_t\) and \(J\). The relation between \(x = [x, y, 1]^T\) in \(I_t\) and \(H_tx\) satisfies
\[
H_tx = \begin{bmatrix} h_1 & h_2 & h_3 \\ h_4 & h_5 & h_6 \\ h_7 & h_8 & 1 \end{bmatrix} \begin{bmatrix} x \\ y \\ 1 \end{bmatrix},
\quad (2)
\]
where \(x\) and \(H_t\) are represented by using a homogeneous coordinate system. \(w(x)\) is a weight function defined as
\[
w(I_t(x)) = \begin{cases} \omega & I_t(x) > \theta \\ 1 & \text{otherwise} \end{cases} \quad (3)
\]
Here, \(\omega\) is selected so that its value is larger than or equal to 1. In this paper, in order to improve the accuracy of the image registration, the road markings is enhanced. It is considered that the road marking has a higher intensity than its surroundings. Therefore, this equation weights a pixel whose value is larger than a threshold \(\theta\).

In this paper, \(H_t\) is optimized by minimizing Eq. (1) using the steepest descent algorithm \([8]\). The initial parameter \(H_t^{(0)}\) is given before the optimization. This is explained in Section III-F.

**D. Road Region**

In this paper, the frontal road region \(\mathcal{R}(I_t)\) in the in-vehicle camera image is used for image registration between an in-vehicle camera image and an aerial image, as shown in Fig. 6(a). Here, the road region of both an in-vehicle camera image and an aerial image is assumed to be a planar. \(\mathcal{R}(I_t)\) is transformed from a road region \(\Phi\) in a virtual vehicle/road model, as shown in Fig. 6(b). This transformation is done by using camera parameters, such as mounting height, field angle and so on. These camera parameters are given in advance.

**E. Keyframe Selection**

The keyframes are selected from the in-vehicle camera image sequence. These keyframes can be registered accurately. In this paper, it is assumed that larger road marking regions are registered easily and accurately. Therefore, the registration accuracy can be approximated by the number of pixels whose value is larger than a threshold \(\theta\) as in Eq. (3).
\[
E(t) = \sum_{x \in \mathcal{R}(I_t)} V(I_t(x)). \quad (4)
\]
\[
V(I_t(x)) = \begin{cases} 1 & I_t(x) > \theta \\ 0 & \text{otherwise} \end{cases} \quad (5)
\]

The proposed method selects \(K\) keyframes from the in-vehicle camera image sequence. First, the image sequence is divided into \(K\) subsequences having the same length. Then, for each subsequence, the keyframes are selected as a frame, so that the value of Eq. (4) should be maximized.

After selecting keyframes, a matrix \(H_t\) \((t_1' < t < t_2')\) in the subsequence is linearly interpolated using \(H_{t_1'}\) and \(H_{t_2'}\) at successive keyframes \(t_1'\) and \(t_2'\).

**F. Initial Parameter Estimation**

The initial parameter \(H_t^{(0)}\) for Eq. (1) is an important factor for the image registration. In order to obtain a good initial parameter, the proposed method calculates \(H_t^{(0)}\) by estimating ego-motion from the previous keyframe. Here, \(H_t^{(0)}\) is obtained as,
\[
H_t^{(0)} = M_t M_{t-1} \cdots H_{t'}, \quad (6)
\]
where $t' (< t)$ is the time of the previous keyframe. $M_t$ is the matrix that transforms $R(I_{t-1})$ to $R(I_t)$, and it is obtained by the image registration of these regions. This image registration is performed by minimizing

$$
\epsilon'(M_t) = \sum_{x \in R(I_{t-1})} w(I_{t-1}(x))(I_{t-1}(x) - I_t(M_t x))^2. \quad (7)
$$

This minimization is performed by using the steepest descent algorithm, as in Eq. (1). Then, $M_{t'+1}, \ldots, M_t$ are calculated, and $H_t^{(0)}$ is obtained by Eq. (6). Although $H_t^{(0)}$ may contain accumulative error, this can be avoided by shortening keyframe intervals.

**G. Image Mosaicing**

Finally, the image mosaicing is performed using the in-vehicle camera image sequence. This mosaicing is performed by sequentially transforming the road region $R(I_t)$ into the aerial image coordinate system using $H_t$ ($t = 0, \ldots, n$), as shown in Fig. 7.

---

### IV. Experiments and Discussion

We performed road image mosaicing using in-vehicle camera images by the proposed method. We demonstrate the effectiveness of proposed method by using two datasets.

**A. Setup**

In this experiment, we used two datasets which consist of pairs of an in-vehicle camera image sequence (Fig. 8) and an aerial image (Fig. 9 and 10). These in-vehicle camera image sequence in each dataset was taken from the vehicle driving in different routes. Dataset 1 was used for the resolution improvement, and Dataset 2 was used for the occlusion removal.

We used an in-vehicle camera whose resolution was $640 \times 480$ pixels and the frame rate was 30 fps. Both sequences consisted of 500 frames. We used parameters of $w = 10, h = 20$ and $l = 5$ for obtaining the frontal region of the vehicle, as shown in Fig. 6. The resolution of the aerial image in Dataset 1 was about 0.75 meters per pixel, as shown in Fig. 9(a). Fig. 9(a) was created by degrading the resolution of the original image shown in Fig. 10(a). The initial parameter $H_0^{(0)}$ was manually specified for both datasets. The other parameters were experimentally given as $\omega = 10$ and $\theta = 100$.

**B. Result and Discussion**

Figs. 9(b) and 10(b) show the image mosaicing result. In these figures, the image mosaicing results were overlaid on the original aerial images. From these figures, we can see that the proposed method could mosaic the images in a wide road region without failure. The resolution of these results is quite high, and the results are not occluded by obstacles, therefore it is available for some applications.

For Dataset 1, the resolution was improved from about 0.75 meters per pixel of the original image to about 0.1 meters per pixel. A part of Fig. 9 is zoomed-in in Fig. 11. We can see that the ambiguous shapes of the road marking has become sharp.

For Dataset 2, we can see that the obstacles occluding the road region was removed. A part of Fig. 10 is zoomed-in.
Fig. 9. Aerial image: Dataset 1 (Resolution improvement).

Fig. 10. Aerial image: Dataset 2 (Occlusion removal).
in Fig. 12. After applying the proposed method, the road markings under the obstacles became visible, but the result was miss-aligned. This is caused by the image registration error due to the obstacle, therefore the obstacles should be detected in advance for improvement.

In this experiment, several problems were revealed. Fig. 13 shows the unsuccessful cases. As shown in Fig. 13(a), the image mosaicing result was distorted. This is because the image registration error was large due to the large ego-motion variation. In another case, as shown in Fig. 13(b), obstacles, such as parking vehicles, still remained. Therefore, we will tackle these problems in the future work. Also, we will evaluate the performance of the proposed method in various conditions, such as night, rain and so on.

V. CONCLUSION

In the paper, we proposed the update method of road image. The proposed method performed a road image mosaicing using in-vehicle camera images and an aerial image. In the experiment, we could generate a road image in a wide region by the proposed method. In an experiment, we achieved resolution improvement and occlusions removal, and also succeeded in update of a large road image.

In the future work, we will tackle the remaining problems in this paper; large ego-motion, obstacles without movement, and so on.
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