Next Viewpoint Recommendation by Pose Ambiguity Minimization for Accurate Object Pose Estimation
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Abstract: 3D object pose estimation by using a depth sensor is one of the important tasks in activities by robots. To reduce the pose ambiguity of an estimated object pose, several methods for multiple viewpoint pose estimation have been proposed. However, these methods need to select the viewpoints carefully to obtain better results. If the pose of the target object is ambiguous from the current observation, we could not decide where we should move the sensor to set as the next viewpoint. In this paper, we propose a best next viewpoint recommendation method by minimizing the pose ambiguity of the object by making use of the current pose estimation result as a latent variable. We evaluated viewpoints recommended by the proposed method and confirmed that it helps us to gain better pose estimation results than several comparative methods on a synthetic dataset.

1 INTRODUCTION

3D object pose estimation which estimates the three axes rotation of a target object, has recently become one of the focussed topics in the machine vision field for application on tasks in activities by robots. Especially, object picking is an essential task for industrial robots and home helper robots. For example, home helper robots are required to pick an object and pass it to a person.

As a machine vision problem, robots require a sensor for observing their surrounding environment. There are several types of sensors utilized to observe the environment, e.g. light detection and ranging (LiDAR), stereo cameras, RGB and depth (RGB-D) cameras, and so on. All these sensors are being actively improved year by year. In this paper, since they are robust to the object’s texture and can obtain much information about the object’s shape, we focus on depth images captured by a depth sensor, and use them for estimating the object’s pose.

Among techniques for pose estimation from depth images, the simplest approach is estimating an object’s pose from a single depth image captured from a certain viewpoint. In this approach, the object’s pose is described as a relative pose to the sensor.

If an object has a distinct shape to be distinguished from various viewpoints, object pose estimation would be easy. However, most objects have viewpoints where their poses cannot be uniquely distinguished by their appearances because they resemble each other. We call this the “pose ambiguity problem”. In single viewpoint pose estimation, this problem leads to inaccurate pose estimation.

Since a robot can move and thus change viewpoints, after the initial observation, it can move to another viewpoint and re-observe the object. By observing an object from multiple viewpoints, the ambiguity could be reduced. In this approach, to estimate the object’s pose accurately, it is necessary to choose the best next viewpoint. A better viewpoint helps us to achieve a more accurate object pose estimation as shown in Figure 1. However, if the pose estimation result from the initial viewpoint is ambiguous, the robot could not properly decide in which direction and how far it should move to reach the best viewpoint.
next viewpoint. The question here is that, how can we know the best next viewpoint from the current observation as illustrated in Figure 2.

Research on pose estimation from multiple viewpoints is actively proposed by the instance-level approach (Doumanoglou et al., 2016) (Sock et al., 2017). Though this approach seems to work, if an application needs to estimate a pose between various object shapes in a same category, they may not perform well. Thus, we focus on the category-level pose estimation.

In this paper, we propose a method for the next viewpoint recommendation for accurate object pose estimation even if there are various shapes in the same category. To evaluate the effectiveness of the recommended viewpoint, we define a metric called “pose ambiguity”, which reflects how ambiguous the pose estimation is. By minimizing the pose ambiguity, we will find the next viewpoint which will be the best to estimate the object’s pose. This pose estimation is realized by averaging the pose estimation of two viewpoints which are the initial observation and the next viewpoint. To handle the pose estimation ambiguity of the initial observation, we make use of the estimated pose from the initial observation as a latent variable. We introduce an estimation method of the pose ambiguity by marginalizing the latent variable, which can consider all possibilities of the initial estimation result. To make the problem simple and focus on the key idea, in this paper, we limit the movement of the sensor only to the z-axis rotation and consider the non-cascade case for analyzing the next viewpoint. However, the proposed method and discussion could be straightforwardly extended to 3D rotation. We evaluate the effectiveness of the proposed method on a dataset generated from a publicly available 3D object dataset: ShapeNet (Chang et al., 2015).

Our contribution can be summarized as follows:

- We define a metric “pose ambiguity” to evaluate the ambiguousness of the pose estimation.
- We propose a next viewpoint recommendation method which finds the best next viewpoint where the pose ambiguity is minimized.
- We show that the proposed method outperforms two other naive viewpoint recommendation methods, and also that it achieves a better result than the pose estimation result from a single viewpoint.
- We introduce a new paradigm of searching the best next viewpoint for category-level object pose estimation compared to conventional instance-level object pose estimation.

The remaining of this paper is structured as follows: In Section 2, related works that have been previously proposed will be introduced. After that, we will explain the proposed method in detail. Section 4 will discuss the evaluation results. Finally, we conclude our paper in Section 5.

2 RELATED WORK

In the past few years, many researchers proposed methods to tackle various difficulties in 3D object pose estimation. Here, we categorize the pose estimation methods into the following two approaches: those from a single viewpoint and those from multiple viewpoints.
2.1 Object Pose Estimation from a Single Viewpoint

The template matching approach is one of the earliest pose estimate method from a single viewpoint (Chin and Dyer, 1986). This method utilizes many templates of the target object captured from various viewpoints beforehand, and the pose estimation result is taken from the best matched template. To reduce the number of templates, Murase and Nayar (Murase and Nayar, 1995) proposed the Parametric Eigenspace method. This method represents an object’s pose variation on a manifold in a low-dimensional subspace obtained by Principal Component Analysis (PCA). By interpolating the pose (template) of the target object on the manifold, we can achieve accurate object pose estimation even with few templates. Since PCA focuses on the appearance variation of templates, some poses with similar appearances may be mapped to similar points in the low-dimensional subspace, which is difficult to distinguish. This diminishes the accuracy of the pose estimation. Moreover, the method is based on PCA, which is an unsupervised learning method, so it does not fully utilize the pose information for estimating the object’s poses.

Recently, Ninomiya et al. (Ninomiya et al., 2017) proposed a supervised feature extraction method for embedding templates into a pose manifold. They focused on Deep Convolutional Neural Networks (DCNNs) (Krizhevsky et al., 2012) which is one of the deep-learning models, as a supervised learning method for manifold embedding. They modified DCNNs for object pose estimation, named Pose-CyclicR-Net, which can correctly handle object rotation by describing the rotation angle using trigonometric functions. By introducing the Pose-CyclicR-Net based manifold embedding, which is called Deep Manifold Embedding, the method estimates the object’s pose from a single viewpoint.

In general, object pose estimation from a single viewpoint faces the problem of inaccurate pose estimation due to the ambiguity issue, namely, an object may have some poses which look similar and hard to be distinguished.

2.2 Object Pose Estimation from Multiple Viewpoints

To avoid the pose ambiguity issue, several methods focus on object pose estimation from multiple viewpoints. Collet and Srinivasa (Collet and Srinivasa, 2010) proposed a multi-view object pose estimation method based on multi-step optimization and global refinement. Erkent et al. (Erkent et al., 2016) tackle object pose estimation in cluttered scenes. This is a multi-view approach based on probabilistic, appearance-based pose estimation. Vikstén et al. (Vikstén et al., 2006) proposed a method combining several pose estimation algorithms and information from several viewpoints. Zeng et al. (Zeng et al., 2017b) proposed a self-supervised approach for object pose estimation in the Amazon Picking Challenge (Zeng et al., 2017a) scenario. Kanezaki et al. (Kanezaki et al., 2018) proposed the RotationNet, which takes multi-view images of an object as input and jointly estimates its pose and object category. As such, there are various methods for object pose estimation from multiple viewpoints, but these methods do not consider which viewpoint is effective for the estimation. Unlike others, in this paper we propose an idea of estimating the current viewpoint which will increase the pose estimation later.

Recently, some researches focus on predicting Next-Best-View for object pose estimation. Doumanoglou et al. (Doumanoglou et al., 2016) and Sock et al. (Sock et al., 2017) proposed next-best-view prediction methods for multiple object pose estimation based on Hough Forest (Gall and Lempitsky, 2009). We expect that this approach will be the next interesting topic. This idea will allow us to support an application in which various instances in a specific object category need to be considered as the target object. However, we acknowledge that these methods could not be applied for the category-level object pose estimation since they are designed only for instance-level object pose estimation. As the pose estimation on category-level has not been studied in the past, we initiated the study with our proposed method.

3 NEXT VIEWPOINT RECOMMENDATION

3.1 Overview

In this paper, we propose a novel next viewpoint recommendation method based on pose ambiguity minimization. We define a metric called “pose ambiguity” given two different viewpoints which should be minimized. Since the initial viewpoint may be ambiguous, by handling the current viewpoint as a latent variable, the pose ambiguity function is decomposed into “pose ambiguity under given two viewpoints” and “viewpoint ambiguity under a given observation”. Figure 3 illustrates the angle distribution for the “pose ambiguity” G. Here, the minimum value of G at y-axis infers the best next viewpoint as δ [◦]
from x-axis. This $\delta$ will be utilized to estimate all the object poses. We calculate the pose estimation for two viewpoints by averaging them as it provides us a reliable pose between the two different angles. We will introduce the details of the process in the following sections.

3.2 Pose Ambiguity Minimization Framework

This framework will measure the pose ambiguity in a quantitative way. First of all, what is pose ambiguity? Here, we define it as the difficulty to estimate the pose of an object from a viewpoint. Given a pose likelihood distribution over the possible poses, if the distribution is largely diverse, the pose will be difficult to be estimated correctly. Thus, we define the pose ambiguity $G$ as a function of the pose likelihood distribution $p(\theta)$. For example, $G$ can be defined by the Entropy of $p(\theta)$ as

$$ G(p) = \int -p(\theta) \log p(\theta) d\theta. \quad (1) $$

Here, we evaluate the pose likelihood distribution under an image observed from the initial viewpoint, and then yield the rotation angle to the best next viewpoint. Therefore, we define the pose likelihood distribution as a conditional distribution $p(\theta | I, \delta)$ when an image $I$ from the current viewpoint and a rotation angle $\delta$ are given.

The minimum value of the pose ambiguity in $G$ will tell us the best next viewpoint for accurate pose estimation using the two viewpoints. By using the formulation, we find the best viewpoint by minimizing the entropy as

$$ \delta = \arg \min_{\delta} G(p(\theta | I, \delta)). \quad (2) $$

To handle the ambiguity of the initial viewpoint, we further decompose the pose likelihood distribution as follows:

$$ p(\theta | I, \delta) = \int p(\theta | \phi, \delta) p(\phi | I) d\phi. \quad (3) $$

The first term $p(\theta | \phi, \delta)$ indicates the pose likelihood distribution under two given viewpoints $\phi$ and $\phi + \delta$, and the rest part $p(\phi | I)$ indicates the viewpoint likelihood under a given observation. In the following sections, we explain more details on the two distributions.

3.3 Estimation of Viewpoint Likelihood Distribution $p(\phi | I)$

Since the absolute viewpoint of an observation is difficult to obtain, the viewpoint likelihood distribution can be considered as a relative pose estimation from the initial viewpoint. In the ideal case, if we have a discrete pose classifier in hand for the pose estimation, we may obtain not only the estimation result (pose) but also the likelihood for all possible poses. On the other hand, if we take a regression-based approach for the pose estimation, such as Pose-CyclicR-Net proposed by Ninomiya et al. (Ninomiya et al., 2017), we may only obtain an estimation result such as

$$ \phi = f(I), \quad (4) $$

where $I$ represents a given image and $f$ the pose estimator. For such a regression-based pose estimator, how can we obtain the viewpoint likelihood distribution? Since we have many images $I_i$ of various objects in a class, by applying pose estimation for many images, we can obtain many pose estimation results $\phi_i$. From these pose estimation results and their ground truth, we can obtain a huge number of pairs of an estimation result and a ground truth. By applying density estimation to the data, we can obtain a conditional distribution as $p(\phi | f(i)) = p(\phi_{gt} | \phi_{est})$, where $\phi_{gt}$ represents the ground truth and $\phi_{est}$ the estimation result.

By using the conditional distribution, we can obtain the viewpoint likelihood distribution as,

$$ p(\phi | I) = p(\phi | f(I)) \quad (5) $$

for a regression-based object pose estimator. This viewpoint likelihood distribution is illustrated in Figure 4.
3.4 Estimation of Pose Likelihood Distribution \( p(\theta | \phi, \delta) \)

Here we explain the pose likelihood distribution given two viewpoints \( \phi \) and \( \phi + \delta \), where \( \phi \) represents the current viewpoint and \( \delta \) the rotation angle to the next viewpoint. The likelihood represents how accurately the objects’ pose can be estimated given the two viewpoints. The pose likelihood distribution given two viewpoints is illustrated in Figure 5. Here, we simply decompose the likelihood distribution into two pose likelihoods as

\[
p(\theta | \phi, \delta) = p(\theta | \phi)p(\theta | \phi + \delta),
\]

where \( p(\theta | \phi) \) and \( p(\theta | \phi + \delta) \) denote the pose likelihood distributions given a viewpoint \( \phi \) and \( \phi + \delta \), respectively. This equation holds by assuming \( p(\theta) \), which is the pose likelihood without any information, follows a uniform distribution. Each likelihood distribution given a viewpoint can also be calculated by applying density estimation for the pairs of a pose estimation result and the ground truth similarly as to the method described in Section 3.3.

3.5 Pose Estimation \( \theta_e \)

Finally we can estimate the object’s pose from two viewpoints: the initial viewpoint and the next viewpoint. Here, \( I_1 \) is the image observed from the initial viewpoint. After rotating \( \delta [\degree] \), we obtain \( I_2 \), which is the image observed from the next viewpoint.

We estimate the pose for these two viewpoints \( \theta_e \) as the average of pose estimation results from \( I_1 \) and \( I_2 \) (by considering the rotation angle \( \delta \)) as

\[
\theta_e = \frac{\phi_1 + \phi_2 - \delta}{2},
\]

where \( \phi_1 = f(I_1) \) is the pose estimation from the initial viewpoint and \( \phi_2 = f(I_2) \) that from the next viewpoint.

4 EXPERIMENTS

4.1 Dataset

To show the effectiveness of the proposed viewpoint recommendation method, we performed a simulation-based evaluation. For the simulation, we used a set of 3D models in the ShapeNet (Chang et al., 2015). We collected 135 models in the “Mug” class. Concretely, we put a 3D model in a virtual environment and observed it using a virtual depth sensor. By rotating the sensor around the z-axis of the 3D model, we obtained 360 depth images in the range of \([0\degree, 360\degree]\) for each model as shown in Figure 6.

Additionally, in the simulation, we changed the elevation angle of the virtual sensor as 0°, 15°, 30°, 45°, 60°.
45°, 60°, and 75° which is elevated upright from the z-plane as shown in Figure 7. In total, 135 objects were observed from each elevation angle with a total of 48,600 images. We used the rendered images for training and testing in the evaluation. These images are divided into two folds: a training set and a testing set. Images of 100 objects are randomly selected for the training set and the rest are used for the testing set. We conducted an experiment with the synthetic mug dataset, which we consider is adequate to address the ambiguity issue for category-level pose estimation.

4.2 Evaluation Method

4.2.1 Pose Estimation Method

We prepared a network architecture similar to the Pose-CyclicR-Net proposed by Ninomiya et al. (Ninomiya et al., 2017) as the pose estimator. The original network architecture is shown in Figure 8. Since we assumed that the object pose variation is limited to a single axis rotation, we modified the network output to a pair of trigonometric functions \((\cos \theta, \sin \theta)\) instead of the original quaternion. We trained the pose estimator using the training images.

4.2.2 Evaluation Criteria

We evaluated how the recommended viewpoints are appropriate for the pose estimation by using several criteria. One criterion is the Mean Absolute Error (MAE) of the pose estimation results with the ground truth. The pose estimation results are obtained by using a pair of the initial viewpoint and the recommended viewpoint. By considering the circularity of angles, the error can be calculated as

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} d(\theta_i^e, \theta_i^g),
\]

where \(N\) represents the number of images, \(\theta_i^e\) and \(\theta_i^g\) are the pose estimation result and the ground truth, respectively. \(d(\theta_i^e, \theta_i^g)\) is the absolute difference of the poses considering the circularity defined as

\[
d(\theta_i^e, \theta_i^g) = \left\{ \begin{array}{ll}
|\theta_i^e - \theta_i^g| & \text{if } |\theta_i^e - \theta_i^g| > 180^\circ, \\
180^\circ - |\theta_i^e - \theta_i^g| & \text{otherwise}.
\end{array} \right.
\]

The other criterion is Pose Estimation Accuracy (PEA). This criterion is be defined as

\[
PEA(\tau) = \frac{1}{N} \sum_{i=1}^{N} F(d(\theta_i^e, \theta_i^g) < \tau),
\]

where \(\tau\) represents a threshold error which reflects the difference of pose estimation result \(\theta_i^e\) and ground truth \(\theta_i^g\). \(F(\cdot)\) is a function which returns 1 if the condition in the function holds and 0 vice versa.

4.2.3 Comparative Methods

We compared the pose estimation results by the proposed method and several other baseline methods. To the best of our knowledge, there is no existing method that could be directly compared with our proposed method as the category-level next best viewpoint estimation study is just initiated by us. Thus as a baseline, we used pose estimation from a single viewpoint, which just applies Pose-CyclicR-Net-like Network to the input image. We also compared with several viewpoint recommendation methods.

We adapted two other baseline methods from (Sock et al., 2017) which are “Random” and “Furthest”. The first baseline viewpoint recommendation method is recommending the next viewpoint randomly, named “Random”. Because of the randomness, we selected ten viewpoints randomly and averaged the estimation results. The second baseline viewpoint recommendation method is recommending the next viewpoint by simply selecting the opposite side or the furthest point from the initial viewpoint, named “Opposite” (equivalent to “Furthest”).

4.3 Results

4.3.1 Mean Absolute Error (MAE)

The experimental results are summarized in Table 1. Here, for all elevation angles, the proposed method...
Figure 8: Original Pose-CyclicR-Net (Ninomiya et al., 2017).

Table 1: Comparison of overall Pose Estimation Accuracy.

<table>
<thead>
<tr>
<th>Elevation angle</th>
<th>Single</th>
<th>Random</th>
<th>Opposite</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>18.36°</td>
<td>16.34°</td>
<td>14.91°</td>
<td>14.18°</td>
</tr>
<tr>
<td>15°</td>
<td>15.55°</td>
<td>14.01°</td>
<td>13.35°</td>
<td>11.58°</td>
</tr>
<tr>
<td>30°</td>
<td>15.40°</td>
<td>13.87°</td>
<td>12.75°</td>
<td>11.96°</td>
</tr>
<tr>
<td>45°</td>
<td>10.71°</td>
<td>9.32°</td>
<td>8.81°</td>
<td>8.28°</td>
</tr>
<tr>
<td>60°</td>
<td>8.15°</td>
<td>7.27°</td>
<td>7.15°</td>
<td>6.31°</td>
</tr>
<tr>
<td>75°</td>
<td>7.36°</td>
<td>6.57°</td>
<td>6.36°</td>
<td>5.15°</td>
</tr>
</tbody>
</table>

Table 2: Comparison using Partial-AUC (pAUC) between \( \tau \) from 0° to 60°.

<table>
<thead>
<tr>
<th>Elevation angle</th>
<th>Single</th>
<th>Random</th>
<th>Opposite</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>75.61%</td>
<td>76.75%</td>
<td>78.19%</td>
<td>80.80%</td>
</tr>
<tr>
<td>15°</td>
<td>79.13%</td>
<td>79.14%</td>
<td>79.16%</td>
<td>84.05%</td>
</tr>
<tr>
<td>30°</td>
<td>79.79%</td>
<td>79.69%</td>
<td>80.23%</td>
<td>83.75%</td>
</tr>
<tr>
<td>45°</td>
<td>84.94%</td>
<td>85.46%</td>
<td>86.07%</td>
<td>87.65%</td>
</tr>
<tr>
<td>60°</td>
<td>88.31%</td>
<td>88.42%</td>
<td>88.57%</td>
<td>90.49%</td>
</tr>
<tr>
<td>75°</td>
<td>89.47%</td>
<td>89.42%</td>
<td>89.91%</td>
<td>92.03%</td>
</tr>
</tbody>
</table>

4.3.2 Pose Estimation Accuracy (PEA)

In Figure 9, we plotted the pose estimation accuracy by changing the threshold error \( \tau \) in Equation 10 in the case of elevation angle = 15°. We confirmed that the proposed method outperforms all the comparison methods when the threshold error is within 0° < \( \tau \) < 60°. When 60° < \( \tau \) < 100°, the “Opposite” method outperformed the proposed method. However, a large threshold error value will not critically influence the pose estimation accuracy, so we consider the results when \( \tau > 60° \) are not significant for this purpose. We also calculated partial-AUCs (pAUCs) for all curves as summarized in Table 2. With all six elevation angles, we showed that the proposed method achieves the most accurate pose estimation compared to the other methods.

5 CONCLUSION

We proposed a new idea to estimate the best next viewpoint for an accurate pose estimation and a new framework for minimizing the pose ambiguity. We showed that the proposed method outperforms three baseline methods by utilizing the latent variable which provides us with a new next viewpoint in the category-level pose estimation. Therefore, by having this next
viewpoint, a reliable and high pose estimation accuracy is achievable.

For future improvement, we are looking forward to evaluating the proposed method with multidimensional elevation angles as to compare with our current single elevation angle implementation in this paper. The improvement for obtaining a higher pose estimation accuracy by expanding the two viewpoints into several points has also been projected as our upcoming task. To overcome the non-cascade next viewpoint in specific cases, we also consider to have “several” best next viewpoint where the multidimensional elevation angles are utilized. This approach may be utilized with a different class of multiple objects for having a wider scope of application and could help the development of the human helper robot field.
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