A preliminary study on estimating word imageability labels using Web image data mining
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1 Introduction

Through many applications, Natural Language Processing (NLP) became ubiquitous in daily life; whether it is machine translation, personal assistants, search engines, or recommendation engines, NLP is a key element in many multimedia applications. However, connecting NLP to the human is an ongoing problem for various real-world applications. Despite progress in state-of-the-art methods, language processing can often feel disconnected from the user, a human, leading to unnatural results. This problem is commonly called semantic gap, often connected to cross-modality multimedia processing, and usually involves human perception. To understand the underlying semantics of NLP and multi-modal applications in real-world applications, the human perception of language needs to be taken in consideration.

Imageability is an idea from Psycholinguistics to quantize the human perception of words. On a scale from, in layman’s terms, abstract to concrete, the ability to conceptualize a term as a mental image, is described with a number. Further research showed, that this relationship of language and imageability has further implications for language acquisition, language understanding, and the use of grammar. Therefore, it seems natural to put this research in an NLP context, and use it for multi-modal applications. However, many datasets used in this field are created in labor-intensive experiments, ranging from annotation by hand by test subjects in academic studies, to crowd-sourcing using Amazon Mechanical Turk.

In this research, we propose a method using image-based data-mining to make an estimation on the imageability of words. The key idea is the assumption that there is an intrinsic relationship between the imageability of words, how we perceive the world around us and, how we capture this in images we upload to social media platforms. Therefore, first, we crawl large image sets for words for which we have imageability ground truth labeling. Next, a data-mining approach using a set of low-level visual features is applied to all images. For each word, the visual features are used to train a model to predict imageability. The model is evaluated using a testing data set. The proposed method can be used to increase the corpus of imageability dictionaries.

In Section 2, previous research on imageability is discussed. Section 3 discusses our proposed method of using image data-mining for estimating the imageability of words. Obtaining the ground-truth data for the imageability annotations, as well as the images for the data-mining is discussed in Section 4. Lastly, Section 5 shows the preliminary results of our proposed method, before concluding the paper in Section 6.

2 Related work

The idea of imageability and human perception in language understanding goes back to the 1960s, starting in Psychology. From there, the concept naturally found its way into Psycholinguistics, NLP, and Computer Science.

Paivio et al.[5] first proposed the concepts of imageability, concreteness, and meaningfulness as measurements for human perception of natural language. Since then, there has been ongoing research, connecting language understanding and language acquisition to the imageability of words and concepts. For example, the imageability of verbs has implications on grammar usage for different contexts[7], which could provide helpful knowledge to create more natural language depending on context. There are imageability dictionaries for English [1][6] as well as other languages. However, the dictionary creation process is labor-intensive, as the annotations are commonly obtained through crowd-sourcing or user studies involv-
ing test subjects.

While the opportunities of imageability are not yet deeply researched for multimedia research, it finds its way into recent multi-modal approaches [9]. Further applications would be deeper understanding of semantics, improvement of image retrieval, and a greater understanding of black-box machine learning models (so-called Explainable AI.)

In previous research [3], we introduced a method to estimate the visual variety of terms with a data-driven approach to create ideal datasets, before doing a simplistic clustering-based approach on the visual features to determine the variety. While the direct connection of visual variety to imageability was left open for future research, a relationship between the ideas is undeniable. The evaluation covered a small number of 25 terms related to vehicles, which led to promising results. However, larger scale experiments turned out to be unfeasible due to constraints in the data acquisition process. The approach came with multiple downsides, most prominently: First, the proposed method being tied to the WordNet [4] hierarchy, as it relied on the homonym-hypernym relationship of words. Second, it used ImageNet [2] as an image source, which is rather narrow, and also limited to nouns. To the best of our knowledge, there has been no other research in this field using images to estimate imageability, visual variety, or related concepts.

3 Imageability estimation

In this research, we propose a direct estimation of imageability solely based on image-based data mining of Web-crawled data. The core assumption is an intrinsic relationship between imageability labels and the perceived world around us which is reflected in crowd-sourced image data from the Web. A concept, like car which is rather specific to us will result in a rather homogenous set of images, mostly showing very similar contents. In contrast, an abstract concept like peace is often much harder to visually grasp, resulting in very different and subjective mental images by different people. A crowd-sourced dataset will naturally tend to result in a much higher visual variety, showing many different contents. Thus, the core assumption is virtually equal to that of visual variety [3], yet we extend the idea to imageability by using it as a ground truth for the training.

The proposed method mines a set of images for each word, and uses the results to train a model to predict imageability. We assume a large set of images for each word, used as a basis for data mining. A variety of low-level visual features is extracted from every image. These visual features describe color distributions, edges, or gradients, within each image, and thus summarize the overall visual characteristics of the data.

To grasp the variety within the images, as discussed above, a similarity matrix between all image pairs of the same word is computed. A cross comparison of these is used to create a similarity matrix between all images in the image set. Lastly, a regressor is trained to predict an imageability label.

\[ I_{cat} \in [100, 700] \]

Figure 1: Flowchart of the imageability estimation. For each word, its corresponding image set gets analyzed based on its visual features. A cross comparison of these is used to create a similarity matrix between all images in the image set. Lastly, a regressor is trained to predict an imageability label.
4 Dataset creation

For this research, two types of datasets are needed. A dictionary with imageability labels will provide ground-truth annotations for the training process. In the second step, an image set consisting of a large number of images is created for each word in the imageability dictionary.

4.1 Imageability dictionary

For the analyses, two imageability dictionaries [1][6] used for Psycholinguistics research have been extracted. Either dataset was assembled by hand through user studies. The imageability labels are represented as a value within an interval of [100,700] based on a 7-level Likert scale averaged over all test subjects, including in-between values due to the averaging process. For the experiment, the ground truth labels have been normalized to the interval of [0,100] which makes for more understandable results.

As there is no significant overlap nor contradictions in the word corpora, and both use similar methods in their creation, it seems feasible to merge both datasets and profit from the increased size.

4.2 Image sets

To create an image set for every word in the imageability dictionaries, we use the YFCC100M [8] image dataset. YFCC100M is a crowd-sourced image dataset based on the US photography social media platform Flickr\(^2\), consisting of 100 million images up to 2014. Additional to the image URLs, the dataset provides various text-based meta annotations like a title, a description, taggings, and more, for each image.

To create a usable dataset for the evaluation, a set of images for every word in the imageability dictionary has been crawled. For each image, if a word from the dictionary is contained in either the image title, its description, or its user-tags, the image and word are regarded as related to another.

To not bias the proposed method through different similarity matrix sizes, the target is an equal number of images for every word. The first \(n\) images for every word are crawled. Due to different popularities of different concepts, many words are much harder to crawl than others. Bias through noise, misclassifications, and so on, is expected to be averaged out if \(n\) is set high enough. Notice that noise introduced through ambiguity or uncertainty is wanted in case of abstract concepts, as it is part of the core assumption.

5 Evaluation

First, we will discuss the actual implementation of our experiments, including the obtained datasets, and the tested visual features. Next, we will outline the results, and discuss observations and findings.

5.1 Environment

Datasets For use as an imageability dictionary, the datasets from [1][6] have been merged, resulting in a corpus of 5,108 words with imageability labels attached. As [1] only consists of nouns, there is a bias towards nouns. However, the second dataset [6] includes other parts-of-speech, spanning verbs, adjectives, adverbs, and some conjectures. For each term, YFCC100M was crawled for images, analyzing the image titles, description, and user-tags as described above. Scanning roughly the first 15% of the data set, 5000 images each for 577 words from the imageability dictionary were retrieved. The resulting dataset is split into 462 words for training and 115 words for testing.

Visual features To grasp the visual characteristics of the image sets, three visual features have been extracted from each image. First, the Color feature describes the overall color distribution of each image. They are three-dimensional histograms, with a color binning based on the HSV color space. Second, the GIST descriptor is a widely used feature for scene analyses, which encodes global gradients within the image. Lastly, SURF descriptors are extracted and used to generate a Bag-of-Words model. SURF is a local feature transformation commonly used for object detection or reconstruction. The trained Bag-of-Words model provides a histogram describing the occurrence of visually similar sub-regions in the images.

Each feature describes a different type of low-level visual characteristic. For each feature, a separate similarity matrix is computed. For the regression, the top 30 Eigenvalues of each similarity matrix were used. To round up the evaluation, a combined result, where all three sets of Eigenvalues are concatenated, will evaluate whether the visual features complement each other.

Software The prototype is implemented in Python 3.7. For visual feature extraction, OpenCV 3.2.0\(^3\) is used, while the training uses an implementation of Random Forests from Sklearn 0.19.0\(^4\).

\(^2\)https://www.flickr.com/
\(^3\)https://opencv.org/
\(^4\)https://scikit-learn.org/
Table 1: Results of the experiment. While the ground truth labels are based on the Likert scale, the labels have been normalized to an interval of [0,100] to improve understandability of the results.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Correlation</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color histogram</td>
<td>0.56</td>
<td>11.78</td>
</tr>
<tr>
<td>SURF/BoW</td>
<td>0.55</td>
<td>12.53</td>
</tr>
<tr>
<td>GIST</td>
<td>0.45</td>
<td>13.09</td>
</tr>
<tr>
<td>Combined</td>
<td>0.62</td>
<td>11.68</td>
</tr>
</tbody>
</table>

5.2 Results

The overall results are shown in Table 1. The correlation can reach up to 0.62, while the lowest error is 11.68. The method where all visual features were combined leads to both the best overall correlation to the ground truth, and the smallest mean average error.

If converted back to the 7-level Likert scale used in the ground-truth, the error is about half a level, which means that it, in average, rounds to the correct bin. While each individual visual feature shows a similar correlation, the combined method correlates stronger to ground truth. This indicates, that the visual features can complement each other successfully.

6 Conclusion

In this research, we proposed a method using image-based data mining to estimate imageability labels for words. The evaluations show a mean absolute error of 11.68 and a correlation of 0.62. Therefore, we can show that the results correlate to the ground truth Likert scale, successfully estimating whether a term is imageable or not. The error is small enough that a mapping back to the Likert scale would round to the correct bin.

So far, most available imageability datasets are created by hand with test subjects or crowd-sourcing. This is labor-intensive and thus all datasets are small compared to the full word corpora of natural languages. Our data mining-driven method can be used to increase the vocabulary in such datasets.

In future work, we plan to look into other features, like a more high-level view on visual features to complement the currently used low-level feature set. High-level features, like actual image contents or image compositions, might give additional insights on human perception, which are not necessarily directly retrievable from lower level features. We also want to further increase the dataset, and evaluate the use of a more complex network for regression. Lastly, an evaluation across different languages would be interesting.
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